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#### Abstract

In mammals, a larger number of neurons in V1 are devoted to cardinal (horizontal and vertical) orientations than to oblique orientations. However, electrophysiological results from the macaque monkey visual cortex are controversial. Both isotropic and anisotropic orientation distributions have been reported. It is also unclear whether different visual areas along the visual hierarchy have different orientation anisotropies. We analyzed orientation maps in a large set of intrinsic signal optical imaging data and found that both V1 and V4 exhibited significant orientation anisotropies. However, their overrepresented orientations were very different: in V1, both cardinal and radial orientations were overrepresented, while in V4, only cardinal bias was presented. These findings suggest that different cortical areas have evolved to emphasize different features that are suitable for their functional purposes, a factor that needs to be considered when efforts are made to explain the relationships between the visual environment and the cortical representation and between the cortical representation and visual perception.
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Orientation selectivity is a fundamental property of visual neurons in early visual cortices. Since the initial study by Hubel and Wiesel, orientation selectivity has now been described in detail. An interesting phenomenon is that there are anisotropic orientation representations in visual cortices of mammals. In the ferret and the cat V1, for example, there are more neurons preferring horizontal and vertical orientations than neurons preferring oblique orientations, namely, cardinal bias or oblique effects (Fig. 1C) $(1,2)$.

To date, it remains controversial whether orientation anisotropy exists in macaque visual cortices. Previous studies have examined this issue with electrophysiological recordings and reported either no anisotropy $(3,4)$ or strong anisotropies (5-7) in V1. Such inconsistency may be due to the limitation of the single-cell recording technique: To examine the populational distribution, a large sample of neurons is needed to avoid contributions from random factors. Compared with electrophysiology, population-response-based optical imaging has been proven to be an effective way to measure orientation anisotropy in cats ( $8-12$ ), ferrets ( $3,13-15$ ), and owl monkeys (16). However, to our knowledge, no systematic analysis of orientation anisotropy has been reported for orientation maps in macaque visual areas.

In the macaque visual cortex, orientation selectivity has been described in both lower (e.g., V1, V2) and higher (e.g., V4) visual areas. Whether the orientation anisotropies are the same in these areas remains unclear. In particular, area V4 is crucial for object recognition (17). Compared with V1, orientation representation in V4 is more complex and closer to perception. A better understanding of the orientation anisotropy along this object recognition pathway is important to study hierarchical visual information processing.

In cats and ferrets, cardinal orientation biases have been frequently reported. In addition, some studies reported a correlation between the receptive field (RF) location and the overrepresented orientation [i.e., more neurons tended to prefer orientations connecting their RFs and the point of foveal fixation, a phenomenon called "radial bias" (18-20)]. Fig. 1 illustrates models of three types of anisotropic distributions: cardinal bias, radial bias, and a combination of these two. Overrepresentations were modeled with circular Gaussian functions. For cardinal bias (Fig. 1C), the distributions from the left- and right-hemispherical visual cortex (corresponding to the right and left visual fields) were identical. For the radial and combined models (Fig. $1 D$ and $E$ ), the distributions from the left and right visual cortices are different but symmetrical about the $90^{\circ}$ orientation.

We analyzed a large number of orientation maps obtained with intrinsic signal optical imaging (ISOI) from macaque visual cortices and found clear orientation anisotropies in areas V1 and V4. These two areas have different anisotropies: The distribution in V1 needs to be explained with a combined model, and V4 appears to be a pure cardinal bias with a larger amplitude than V1.

## Significance

Orientation selectivity is one of the most important functional features of visual neurons. In the primate visual cortex, whether all orientations are represented equally is still unclear. Previous electrophysiological recordings led to controversial findings. By analyzing a large set of optical imaging data, we found anisotropic representations of orientation in macaque visual areas and that different areas had different types of anisotropies. These findings not only shed light on the long-standing question regarding a basic property of the primate visual cortex, but also on the strategy the visual system takes to represent and analyze the visual world.
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Fig. 1. Illustration of three types of orientation anisotropies. (A) Illustration of the four grating stimuli used in the present study and one that is presented at the lower left visual field. Black star represents the fovea. The dashed line represents the radial angle $\left(45^{\circ}\right)$ of the location that the stimulus presents. ( $B$ ) The left and right lower visual field regions and their mean radial angles (dashed lines) corresponding to the right hemisphere (RH, cyan, same below) and left hemisphere (LH, pink, same below) visual cortices imaged in this study. ( $C-E$ ) Three types of orientation bias models. ( $C$ ) The cardinal bias model, in which more neurons prefer horizontal $\left(0^{\circ}\right)$ and vertical $\left(90^{\circ}\right)$ orientations than oblique orientations. Left is a polar plot of the distribution. Dashed line represents $0^{\circ}$ orientation. Right is a Cartesian plot of similar distributions on the left, in which left- and righthemispherical distributions are plotted in different colors as in $B$. In this model, orientation anisotropy is independent of retinotopic location and thus is identical for distributions from the left and right hemispheres. The amplitude of the cardinal anisotropy is denoted as $\mathrm{A}_{c} . \mathrm{A}_{0}$ represents the baseline. ( $D$ ) The radial bias model, in which more neurons prefer the orientation pointing toward the foveal fixation (radial angle; e.g., $45^{\circ}$ for the stimulus location in A). Right plots the preferred orientation distributions of the left and right hemispheres shown in $B$, which are symmetrical about the $90^{\circ}$ orientation. Note that since the radial angle varies with the cortical locations, each peak of the distribution represents a sum of a range of radial angles. $A_{r}$ represents the amplitude of the radial bias. $(E)$ The combined model is a linear summation of cardinal and radial biases. The shape of the distribution depends on both the location of the visual field under examination and the relative strengths of the two components.

## Results

ISOI data were from previous experiments in the laboratory and were all collected from anesthetized macaques with a typical imaging paradigm as described in earlier studies (21,22). Fig. $2 A$ illustrates an example right-hemisphere V1 case, which had a visual representation in the lower left visual field. The
stimuli were large field square-wave gratings drifting in eight equally spaced directions (four orientations) (Fig. 1A). Four single-orientation maps were obtained with a support vector machine (SVM) method comparing cortical responses to gratings and a blank screen (SI Appendix, Fig. S1 $E-H$ ). The four maps were then filtered with a bandpass filter after Fourier frequency analysis (SI Appendix, Fig. S2 A-D). A polar map of orientation preference (e.g., Fig. 2B) was calculated by vector summing of the four single-orientation maps. Each color in the polar map represents one preferred orientation, in the range of $0^{\circ}$ to $180^{\circ}$.

Based on the polar map, a distribution of preferred orientation was calculated by pooling all V1 pixels into 18 bins between $0^{\circ}$ and $180^{\circ}$. The three panels in Fig. $2 D$ show the data distribution (black dots and dotted lines, same for the three panels) and the best-fitting curves (colored lines) of three different models. Each data point in the distribution represents the percentage of the pixels that had preferred orientation located in the corresponding $10^{\circ}$ orientation bin. The cardinal model ( $T o p$ ) was composed of two identical circular Gaussian functions peaked at $0^{\circ}$ and $90^{\circ}$. The radial model (Middle) contained a single circular Gaussian whose peak location was determined by averaging the radial angles of all the V1 pixels (Fig. 2C and SI Appendix, Fig. S3 $I$ and $J$ ). The combined model (Bottom) was a linear summation of the cardinal and radial components described above. Fig. $2 D$ shows that the cardinal model could not fit the data (adjusted $R^{2}=0.15$ ). While the radial model had a better fitting (adjusted $R^{2}=0.47$ ), it did not reflect the multiple peaks in the data. The combined model captured all the main features of the data distribution and fit the data best (adjusted $R^{2}=0.92$ ).

We further examined a V4 case with the same method. This right-hemisphere V4 had a visual field representation similar to the V1 case and was located in the contralateral lower visual field (Fig. 2G). Fig. 2H shows that the V4 orientation distribution was also anisotropic. The peaks were located at $0^{\circ}$ and $90^{\circ}$ cardinal orientations. In the three fitting models, the cardinal and combined models had similar fitting goodness (adjusted $R^{2}$ $=0.81$ and 0.77 , respectively). In contrast, the radial model could not fit the data (adjusted $R^{2}=-0.06$ ). Thus, the orientation preferences in this V4 case showed mainly a cardinal bias. Two single-case examples from V1 and V4 showed distinct orientation anisotropies.

We analyzed 48 hemispherical V1 data (i.e., 48 cases) from 36 animals. The radial angles were determined individually for each case (SI Appendix, Fig. S3K), similar to the example (Fig. 2C). Fig. $3 A$ shows the averaged left- ( $n=26$, pink) and righthemisphere ( $n=22$, cyan) data and the averages of their fitted curves (combined model). Both data distributions had two common cardinal peaks ( $\sim 0^{\circ}$ and $90^{\circ}$ ) and a unique third peak at $\sim 60^{\circ}$ (for right-hemisphere V1) or $120^{\circ}$ (for left-hemisphere V1). The two hemispherical data distributions had significant differences around their radial peaks (asterisks in Fig. 3A, $P<0.01$, Wilcoxon rank sum test with Bonferroni correction). The locations of these differences were consistent with the prediction of the combined model. Additionally, left- and right-hemispherical distributions were similar in terms of their anisotropic amplitudes and fitting goodness (SI Appendix, Fig. S4 C and $E-G$ ), indicating homogeneity in V1 anisotropy in the lower visual field.
We flipped all the left V1 distributions horizontally (about the $90^{\circ}$ orientation line) and treated them as right-hemispherical V1 distributions. The flipped left-V1 data and right-V1 data were not different at any orientation bin ( $P>0.20$, Wilcoxon rank sum test with Bonferroni correction). Fig. $3 B$ shows the averaged


Fig. 2. Single-case orientation anisotropy in V1 and V4. (A) Illustration of a typical V1 imaging chamber location (dashed circle) and regions of V1 being analyzed (shading). Scale bar, $10 \mathrm{~mm} . \mathrm{A}$, anterior; L, lateral; sts, superior temporal sulcus. (B) An example V1 orientation polar map, based on vector summing of four single-orientation maps (SI Appendix, Fig. S1 E-H), in which different colors represent different preferred orientations. The color index is shown under $F$. Blood vessel pixels (gray) were excluded from the calculation. Scale bar, 2 mm . ( $C$ ) The visual field represented by V 1 shown in $B$. Black star represents the fovea. Darkness represents the logarithmic number of pixels. The oblique dashed line represents the mean radial angles of these pixels $\left(\bar{\theta}_{\mathrm{r}}=51^{\circ}\right)(S /$ Appendix, Fig. S3 / and J). HM, horizontal meridian. (D) The orientation distribution calculated from the polar map shown in $B$ (dotted curves, same in three panels) and three types of fitting curves (colored curves). Each data point represents a percentage of the pixels preferring orientations within the $10^{\circ}$ bin $\left( \pm 5^{\circ}\right)$. Goodness of fit (adjusted $R^{2}$ ) is labeled for each model. The horizontal dashed lines represent the uniform distribution ( $5.56 \%$ ). Vertical dashed line represents $90^{\circ}$ orientation. $(E-H)$ A single case example of a right-hemispherical V4 using the same plot conventions as in $A-D$.

V1 data distribution and combined model fitted curve ( $n=48$ ). A repeated-measures ANOVA indicated a significant main effect of orientation $\left(\mathrm{F}_{4.65}, 213.90=13.35, P<0.001\right.$, with Greenhouse-Geisser correction). Further model analysis revealed that the combined model provided the best fitting among the three models (SI Appendix, Fig. S4 $H-J$ ).

The combined model was a linear sum of cardinal and radial components and a baseline value $A_{0}$ (i.e., $D=A_{c} D_{c}+A_{r} D_{r}+$ $\left.\mathrm{A}_{0}\right)$. The cardinal and radial components are plotted in Fig. 3C. The amplitudes of the radial components $\left(\bar{A}_{\mathrm{r}}=0.91 \%\right)$ were larger than the amplitudes of the cardinal components $\left(\bar{A}_{\mathrm{c}}\right.$ $=0.61 \%)(P<0.01$, pairwise $t$ test). The mean peak-trough difference of the combined model was $0.98 \%$, which was $17.69 \%$ of the mean value $(100 \% / 18=5.56 \%)$ in a uniform
distribution, indicating that the orientation anisotropy in V1 made a $17.69 \%$ modulation over the uniform distribution. The cardinal and radial components modulated $10.90 \%$ and $14.83 \%$, respectively. To estimate the random effects in the orientation distributions, we calculated a shuffled distribution (gray in Fig. $3 B$ ) for each case, in which the four orientation values for all the pixels were randomly shuffled. The mean shuffled distribution was mainly flat $\left(\mathrm{F}_{4.65,213.90}=1.37, P=0.19\right.$, repeated-measures ANOVA with Greenhouse-Geisser correction).

Fig. $3 G$ shows the scatter plot of $\mathrm{A}_{\mathrm{r}}$ and $\mathrm{A}_{\mathrm{c}}$ for all V1 cases. Large case variations can be observed. Many cases had $\mathrm{A}_{\mathrm{c}}=0$, but few cases had $A_{r}=0$. Both $A_{r}$ and $A_{c}$ were larger than the values calculated from the shuffled data $\left(A_{c}-V 1\right.$ vs. $A_{c}-V 1$-shuffle, $\mathrm{A}_{\mathrm{r}}-\mathrm{V} 1$ vs. $\mathrm{A}_{\mathrm{r}}-\mathrm{V} 1$-shuffle, $P<0.001$, two-way ANOVA followed


Fig. 3. V1 and V4 population results and fittings of the combined model. (A) The mean distributions of preferred orientations for left-hemisphere (LH, pink, $n=26$ ) and right-hemisphere (RH, cyan, $n=22$ ) V1 cases (data points) and the means of their fittings by the combined model (curves). The horizontal dashed line represents the uniform distribution ( $5.56 \%$ ). The vertical dashed line represents $90^{\circ}$ orientation. Asterisks at the Bottom of the plot represent significant differences between LH and RH distributions at each orientation bin ( $* P<0.05$; ** $P<0.01$; *** $P<0.001$; symbol representation is the same in the article; Wilcoxon rank sum test with Bonferroni correction). Error bar: $95 \% \mathrm{Cl}$, curve shading: $95 \% \mathrm{Cl}$ (same below). (B) The mean orientation distribution of all V1 cases (purple, $n=48$ ), in which every left-hemisphere V1 distribution was flipped horizontally (about the $90^{\circ}$ axis, vertical gray dashed line) and treated as right-hemisphere V1 data. Plot conventions same as in A. Gray data points and solid gray line represent the distribution of a shuffled control (see Materials and Methods). (C) The mean cardinal and radial components of V1 combined model fittings. ( $D-F$ ) Similar to $A-C$, for V4 cases. (G) Distribution of amplitudes of cardinal and radial components ( $\mathrm{A}_{c}$ and $\mathrm{A}_{r}$ ) for V1 cases and their shuffled control shown in $B$. The mean and $95 \% \mathrm{Cl}$ are indicated by " + ". Asterisks represent the significant differences between V1 and its shuffled control ( $* P<0.05$; ***P < 0.001, two-way ANOVA followed by Bonferroni post hoc tests, same in G-l). $(H)$ Similar to G, for V4 cases. (I) Cardinal and radial modulation ratios in V1 and V4, calculated with the formulas $\mathrm{A}_{c} /(100 / 18)$ and $\mathrm{A}_{\mathrm{r}} /(100 / 18)$.
by Bonferroni post hoc tests). Overall, these cases do not form separate clusters/groups.

For area V4, we analyzed 38 hemispheres from 34 animals. In contrast to the V1 data, both left-and right-hemispherical V4 distributions had two common cardinal peaks but lacked the third (radial) peak (Fig. 3D). The comparisons of the fitting results showed no significant difference between the two hemispheres (in fitting goodness and anisotropic amplitudes, SI Appendix, Fig. S4 $D-G$ ). We also flipped left-V4 distributions around the $90^{\circ}$ axis and treated them as right-V4 data (Fig. $3 E)$. A repeated-measures ANOVA indicated a significant main effect of orientation $\left(\mathrm{F}_{4.45}, 160.16=19.90, P<0.001\right.$, with Greenhouse-Geisser correction). The fitting goodness values showed that both cardinal and combined models well explained the distributions, which were better than the radial model (SI Appendix, Fig. S4 $H-J$ ). In the combined model, the amplitudes of the cardinal components ( $\bar{A}_{\mathrm{c}}=1.42 \%$ ) were larger than the amplitudes of the radial components ( $\bar{A}_{\mathrm{r}}=0.27 \%$ ) ( $P<0.001$, pairwise $t$ test, Fig. 3H). Comparisons between V4 and V4 shuffles showed a significant difference in cardinal components ( $\mathrm{A}_{\mathrm{c}}-\mathrm{V} 4$ vs. $\mathrm{A}_{c}-\mathrm{V} 4$-shuffle, $P<0.001$ ) but not in radial components ( $\mathrm{A}_{\mathrm{r}}-\mathrm{V} 4$ vs. $\mathrm{A}_{\mathrm{r}}-\mathrm{V} 4$-shuffle, $P=1.00$, two-way ANOVA followed by Bonferroni post hoc tests). The combined model
revealed that the mean peak-trough difference was $1.47 \%$, which was a $26.39 \%$ modulation over the uniform distribution, including $25.34 \%$ cardinal and $4.75 \%$ radial modulations. The above analysis was based on all pixels in V4, and we also repeated the same analysis with V4 pixels showing strong orientation preferences and reached the same conclusion (SI Appendix, Fig. S5).

Comparing V1 and V4, V4 had a larger cardinal component than V1 $\left(\mathrm{A}_{\mathrm{c}}-\mathrm{V} 1\right.$ vs. $\left.\mathrm{A}_{c}-\mathrm{V} 4, P<0.001\right)$ and a weaker radial component ( $\mathrm{A}_{\mathrm{r}}-\mathrm{V} 1$ vs. $\mathrm{A}_{\mathrm{r}}-\mathrm{V} 4, P<0.001$, two-way ANOVA followed by Bonferroni post hoc tests, Fig. 3I). Thus, the orientation anisotropy of V4 is different from the orientation anisotropy of V1 in both anisotropic type and amplitude.

We examined whether sex (male vs. female) and species (Macaca mulatta vs. Macaca fascicularis) might have effects on orientation anisotropies. The results showed no significant difference between these subgroups in anisotropic amplitudes (SI Appendix, Fig. S6 $A-H)$. We further examined the effect of visual field eccentricity on orientation anisotropy, in which we separated pixels according to their average eccentricity. Results showed that eccentricity does not affect anisotropic components in V1 and V4 (SI Appendix, Fig. S6 I-L).

In our V1 cases, many had V2 exposed on surface. The exposed V2 was relatively small, with an average width of

2 mm (range, 0 to 8 mm ), representing a visual field around the lower vertical meridian (VM) (SI Appendix, Fig. S7 $A$ and $B$ ). We analyzed the cases with more than $2 \mathrm{~mm} V 2$ exposed (V2-VM, 51 cases in 35 animals) and found that their orientation distributions had two peaks at $0^{\circ}$ and $90^{\circ}$ cardinal orientations. The $90^{\circ}$ peak was higher than the $0^{\circ}$ peak, representing a linear summation of cardinal and radial biases (SI Appendix, Fig. S7 $C-E$ ). This phenomenon was similar to the distributions of V1 regions having comparable visual fields (V1-VM, SI Appendix, Fig. S7 $F-J$ ). Similar to V1, the combined model fit the V2 distributions best (SI Appendix, Fig. S7K). V2-VM had a larger cardinal component but a radial component similar to V1-VM (SI Appendix, Fig. S7L). Based on these limited data, it seems that V2 exhibits both cardinal and radial biases.

In the above analysis, we pooled all pixels in each case and used the mean radial angle as a representative for these pixels. We also confirmed that the combined model is suitable for any cortical region with a specific radial angle (SI Appendix, Fig. S8).

## Discussion

By examining a large set of ISOI data, we found that both macaque V1 and V4 had clear orientation anisotropies. Fig. 4 summarizes our findings. For V1, orientation anisotropy contained both visual field location-independent (cardinal) and location-dependent (radial) components. Their combined effect was a $17.69 \%$ modulation over the otherwise uniform distribution. In contrast, V4 exhibited a typical cardinal orientation anisotropy, which had a $26.39 \%$ modulation effect. Analysis results from subgroups (e.g., left- and right-hemisphere data, different eccentricities) also yielded consistent results. Since our data were all from the cortex representing the lower visual field, our conclusions are restricted to the lower visual field.

ISOI Method Considerations. Unlike previous approaches in studying orientation distributions in macaques, the present study addresses this issue with an optical imaging method. ISOI measures the population responses and effectively overcomes the sampling problems in electrophysiological recording. The ISOI signal is an indirect measure of neural activity and has several limitations despite its advantages in this specific task. For example, ISOI signals mainly represent neural responses in the superficial layers. However, due to the columnar organization of orientation preferences, it is very likely that deep layers have anisotropies similar to those of the superficial layers. Additionally, the hemodynamic signal is the sum of responses from a large population of neurons and thus does not reveal the tuning width and strength of individual neurons. In our data analysis, we limited our focus to the preferred orientation of pixels and did not consider the tuning strength (except in SI Appendix, Fig. S5). The main purpose of this limit in focus was to include as much data as possible to overcome the low signal-to-noise ratio problem. The orientation distribution was presented as pixel numbers (i.e., proportion of cortical surfaces) and thus is approximately proportional to neuron numbers.

Similar to the procedures in previous studies (10, 14, 23), we bandpass-filtered the single-condition maps and only analyzed middle-frequency signals. The low- and high-frequency components are believed to be mostly noise and do not relate to the domain-level orientation signals we studied. We analyzed the maps in low-, middle-, and high-frequency ranges separately and evaluated the stimulus orientation information they each contained. Linear classifier analyses based on stimulus


Fig. 4. Illustration of orientation anisotropies in macaque V1 and V4. The figure illustrates V1 and V4 anisotropic types and amplitudes. The lower visual field is divided into left (dark) and right (light) quadrants, which correspond to the right and left hemispheres, respectively. Black star represents the fovea. Dashed lines represent mean radial angles, which are $45^{\circ}$ and $135^{\circ}$ for the lower left and lower right, same below. The red, blue, and gray fillings represent cardinal, radial, and isotropic components. For the lower visual field, V1 contains an overrepresentation of orientations in both cardinal (horizontal and vertical) and radial axes. V4 contains an overrepresentation of orientations along the cardinal axes only.
orientation were performed on the low-, middle-, and highfrequency single-orientation maps (SI Appendix, Fig. S2J). For the high-frequency component, the decoding accuracies were near 25\% (chance level) for both V1 and V4, which means that they did not carry any orientation information. For the middle frequency component, the accuracies were close to $100 \%$. For the low-frequency component, the rates were $\sim 60 \%$, which were higher than chance, indicating that low-frequency maps do contain some orientation information. However, these maps had lower decoding accuracy (SI Appendix, Fig. S2J) and very poor fitting goodness (SI Appendix, Fig. S2L). In addition, the orientation distributions obtained from low-frequency components had high SDs (SI Appendix, Fig. S2 $F$ and $K$ ). Thus, we focused our analysis on the middle-frequency component.

In this study, the orientation responses were measured with gratings presented at four different orientations (spaced at $45^{\circ}$ ). Without vector summation, anisotropy can be detected from the original V4 data but not for the V1 data (SI Appendix, Fig. S9 $A$ and $B$ ), probably due to the differences between their anisotropy types and strengths (Fig. 3I). In our main results, preferred orientations of pixels were reconstructed (vector summation) based on these four response values. Limited stimulus orientations have been shown to affect the accuracy of the reconstructed preferred orientations (24). We estimated the errors during the reconstruction procedures and found that the error does not change with the preferred orientation and
thus will not affect the bias in the distribution if it exists (SI Appendix, Fig. S9I). We further tested the four-sample method on orientation tuning curves drawn from a theoretical orientation distribution with different levels of anisotropy amplitudes. The results show that the sensitivity of anisotropy detection is adequate for the levels of anisotropy amplitude we actually observed in both V1 and V4 (SI Appendix, Fig. S9 J and $K$ ).

Relevance to Previous Findings. Orientation anisotropy has been observed in the visual cortex of many mammals, including mice (25-27), ferrets (3, 13-15), cats ( $2,8-12,28,29$ ), monkeys ( $1,4-6,16,30,31$ ), and humans ( $19,32-37$ ). The majority of studies observed a cardinal bias in the primary visual cortex. However, many of these studies did not consider visual field locations, making location-dependent radial bias harder to detect. It is possible that the actual anisotropy type is a combination of cardinal and radial biases.

Our V1 results show both cardinal and radial biases. Recent functional MRI (fMRI) studies of human V1 also suggest a combined anisotropy (33-35, 37). A recent study imaged neurons in macaque V1 with two-photon techniques (31). They found a radial bias [i.e., differences between radial and tangential orientations (figure 5C in ref. 31] but no cardinal bias. Although they analyzed more than $10,000 \mathrm{~V} 1$ neurons, these neurons were from seven imaging regions, each smaller than $1 \mathrm{~mm}^{2}$. Due to the presence of orientation domains, large variance among regions was observed (figure 5A in ref. 31). It is possible that more imaging regions may be needed to reveal the cardinal bias we observed. In cats and primates, retinal ganglion cells already exhibit radial bias $(38,39)$. There is also evidence that radial bias is present in lateral geniculate nucleus (LGN) of the thalamus (40, 41).

For V2, previous recordings have shown either weak anisotropy for vertical orientations (42) or combined cardinal and radial biases (4). Although our V2 data are limited to cortical regions representing the visual field around the lower VM, the results show a clear orientation anisotropy that is similar to the orientation anisotropy in V1, which is a combination of cardinal and radial biases (SI Appendix, Fig. S7).

For V4, only a few studies have examined its orientation anisotropy. One fMRI study found that all macaque retinotopic visual areas (V1, V2, V3, and V4) exhibited radial bias. However, the V4 signals appeared less significant than in V1 to V3 (19). In human fMRI studies, a weaker radial bias in V4 compared with V1 to V3 was also reported (19, 33). In our optical imaging data, we found a strong and predominant cardinal bias in V4. Thus, the discrepancy between our and fMRI results needs to be further examined.

For each area, we found a large intercase variability (e.g., Fig. $3 G$ and $H$ ) similar to what was observed previously in monkeys (4) and ferrets (13), also suggesting that a large sample is important for this type of study.

Implications of the Observations. We observed different anisotropies in V1 and V4. One possibility is that different orientation representations in V1 and V4 are suitable for different purposes. Since V1 is the first stage of cortical visual processing, it is important to faithfully represent the orientation anisotropy in the natural environment, which contains both cardinal and radial abundances (28, 43-45). A realistic representation in V1 may not be directly related to higher-level visual perception but contains all the necessary information for subsequent analysis (e.g., for dorsal and ventral processing). Area V4 may selectively receive partial orientation information from V1 [through V2 pale stripes (46)] and is designed to emphasize the orientations
that are important for object recognition (17). Human sceneselective area (the parahippocampal place area, PPA) exhibits clear preferences for cardinal orientations, which is in line with this hypothesis (36).

Another possibility is that, unlike V1 neurons, which mainly code local orientations at object edges, neurons in V4 may tend to code the orientation of individual objects. The abundance of these two types of orientation can be different in the natural environment. For objects, vertical or horizontal positions are apparently more stable and more commonly observed (43). The orientation of local edges, however, has fewer restrictions. Thus, orientation anisotropies in different visual areas are adapted to the unique contribution of the areas to perception or action and may not necessarily be the same.

## Materials and Methods

Subjects and Data. All data were from the imaging database of the laboratory and were collected in the past 12 y . Data used in this study came from 79 hemispheres of 58 adult macaque monkeys ( 45 M . mulatta, 14 M . fascicularis). All the orientation response maps used in this study were from the first imaging of each case immediately after craniotomy, in which data have a higher signal-tonoise ratio and larger cortical exposure. All procedures were performed in accordance with the NIH Guidelines and were approved by the Institutional Animal Care and Use Committee (Institute of Neuroscience, Chinese Academy of Sciences, and Beijing Normal University).

Surgery. Surgery procedures have been described in detail in previous publications (22, 47). Briefly, monkeys were artificially ventilated and anesthetized with isoflurane ( 1 to 3\%). Anesthetic depth was assessed continuously by monitoring heart rate, end-tidal $\mathrm{CO}_{2}$, blood oximetry, and body temperature. In most cases, a circular craniotomy ( 18 - to $25-\mathrm{mm}$ diameter) was performed. In four cases, a rectangular ( $20-$ to $24-\mathrm{mm}$ ) craniotomy was made. A durotomy was performed to expose visual areas V1-V2 or V1-V2-V4 (e.g., Fig. 2).

Optical Imaging. Imaging procedures were described in detail in previous publications $(22,47)$. The brain was stabilized with agar ( $4 \%$ ) and a cover glass (thickness, 2 to 3 mm ). During the imaging session, anesthesia was switched to thiopental sodium (induction, $10 \mathrm{mg} / \mathrm{kg}$; maintenance, 1 to $3 \mathrm{mg} / \mathrm{kg} / \mathrm{h}$, intravenously [i.v.]) or propofol (induction $5 \mathrm{mg} / \mathrm{kg}$, maintenance 5 to $6 \mathrm{mg} / \mathrm{kg} / \mathrm{h}$, i.v.). Animals were paralyzed (vecuronium bromide; induction, $0.25 \mathrm{mg} / \mathrm{kg}$; maintenance, 0.05 to $0.1 \mathrm{mg} / \mathrm{kg} / \mathrm{h}$, i.v.) to prevent eye movement. Pupils were dilated (atropine sulfate $1 \%$ or tropicamide $5 \mathrm{mg} / \mathrm{mL}$ ), and eyes were fit with contact lenses of appropriate curvature to focus on a stimulus screen 57 cm from the eyes. Images of cortical reflectance were acquired (Imager 3001, Optical Imaging Inc.) with 632 -nm illumination. Image size was either $504 \times 504$ or $540 \times 654$ pixels. Each pixel represented 28 to $48 \mu \mathrm{~m}$ of the cortex. For each trial, imaging started 0.5 s before the stimulus onset and was collected at a $4-\mathrm{Hz}$ frame rate. Each visual stimulus was presented for 3.5 s . The total imaging time for each trial was 4 s , during which 16 frames were imaged. Interstimulus intervals were at least 8 s . Stimulus conditions were displayed in a randomized order, and each was repeated 10 to 50 times.

Visual Stimulus. Visual stimuli were created using ViSaGe (Cambridge Research Systems Ltd.) and displayed on a calibrated 21-inch cathode ray tube (CRT) monitor running at a $100-\mathrm{Hz}$ refreshing rate. The stimulus was a full screen ( $30 \times 40^{\circ}, \mathrm{V} 1 n=48, \mathrm{~V} 4 n=33$ ) or a square patch larger than $10^{\circ}$ (average $14^{\circ}, \mathrm{V} 4 n=5$ ) that fully covered the visual field of the imaged cortex. The use of large stimuli minimized the vignetting effect on orientation (48). Stimuli for obtaining orientation maps were square-wave luminance gratings presented to the two eyes. Gratings were drifted in one of eight equally spaced directions perpendicular to their orientations. The corresponding four orientations were labeled $0^{\circ}$ (horizontal), $45^{\circ}$ (anticlockwise $45^{\circ}$ from $0^{\circ}$ ), $90^{\circ}$, and $135^{\circ}$ (Fig. 1A). The spatial frequency (SF) of the gratings was 1 or 1.5 cycles/degree, and the temporal frequency was 4 or 5.33 cycles $/$. We also used thin lines to map the visual field locations of the imaged areas (SI Appendix, Fig. S3, described in Retinotopic Mapping).
sVm. All maps in this study were obtained with linear SVM analysis (49, 50, 51). Compared with subtraction maps, SVM maps have a better signal-to-noise ratio while maintaining the linear relationship of the map signals. We first obtained $d R / R$ images for each stimulus condition using the following formula: $d R / R=\left(R_{6-14}-R_{1-3}\right) / R_{1-3}$, in which $R_{6-14}$ is the average of frames 6 to 14 and $R_{1-3}$ is the average of frames 1 to 3 . $\mathrm{dR} / \mathrm{R}$ images of each stimulus condition and blank condition were then compared by SVM (41, MATLAB, LIBSVM). An optimal classifier was obtained after fivefold cross-validation. The weight map of the trained SVM classifier was used as the "single-condition" map, in which a pixel value represents the contribution of the pixel to the classification.

Vector summation. Each pair of single-condition SVM maps obtained with stimuli moving in opposite directions was averaged, resulting in four "singleorientation" maps. Two-dimensional Fourier analysis was performed, after which bandpass filtering was performed (23). The high-frequency component (highcutoff: $1 / 6$ cycle/pixel, average five cycles $/ \mathrm{mm}$ ) and low-frequency component (low-cutoff: $1 / 3$ cycle $/ \mathrm{mm}$ ) were removed. Four single-orientation maps were pixelwise vector-summed ( 52,53 ), resulting in two vector component maps: an angle map representing the preferred orientation ( 0 to $180^{\circ}$ ) of each pixel and another magnitude map representing the magnitude of the orientation preference.
Regions Analyzed. The V1/V2 borders were determined with ocular dominance (53) or orientation imaging. For area V1, its medial and posterior borders were usually the craniotomy borders. Laterally, we excluded the foveal region $\left(<1^{\circ}\right.$ eccentricity) since its orientation map was usually weak (probably due to the relatively low SF grating we used). Anteriorly, the V1 border was either the V1/V2 border or the lunate sulcus (Is). V2 was usually a narrow band between V1 and the Is. We only analyzed cases with V2 exposures wider than 2 mm . In the V1 and V2 comparison analysis (SI Appendix, Fig. S7), we only analyzed regions within 3 mm on each side of the V1/N2 border. For V4, the anterior and posterior borders were the superior temporal sulcus and Is , the lateral border was the inferior occipital sulcus (ios), and the medial border was the craniotomy border.
Regions of Different Eccentricities. To study the orientation anisotropy at different foveal eccentricities, we divided the V1 or V4 pixels into two parts according to their average eccentricity ( $5.6^{\circ}$ for V 1 and $5.2^{\circ}$ for V4).

Distribution of Preferred Orientation and Fitting Models. A distribution of preferred orientation (e.g., Fig. 2D, black) was calculated based on the angle map from the vector summation analysis. All pixels were allocated into 18 bins between 0 and $180^{\circ}$ (e.g., all pixels with angle values between $85^{\circ}$ and $95^{\circ}$ were allocated into the $90^{\circ}$ bin). Since a small pixel number causes a large deviation, in subregion comparisons the distribution calculated with a pixel number smaller than 10,000 was excluded. Next, we examined the fitting goodness of three distribution models: cardinal-bias model, radial-bias model, and cardinal-radial-combined model. The core functions of these models were all von Mises functions (i.e., circular Gaussian). Then, the fitting was calculated with the nonlinear least squares algorithm in MATLAB (fitnIm). The cardinal bias model is

$$
\begin{gather*}
D=A_{c} D_{c}+A_{0}=a_{c}\left(e^{b_{c} \cos (2 \theta)}+e^{b_{c} \cos \left(2\left(\theta-90^{\circ}\right)\right)}\right)+A_{0}  \tag{1}\\
A_{c}=a_{c}\left(e^{b_{c}}+e^{-b_{c}}\right)-2 a_{c} . \tag{2}
\end{gather*}
$$

The radial bias model is

$$
\begin{gather*}
D=A_{r} D_{r}+A_{0}=a_{r} e^{b_{r} \cos \left(2\left(\theta-\theta_{r}\right)\right)}+A_{0}  \tag{3}\\
A_{r}=a_{r}\left(e^{b_{r}}-e^{-b_{r}}\right) . \tag{4}
\end{gather*}
$$

The "cardinal + radial" combined bias model is

$$
\begin{align*}
D= & A_{c} D_{c}+A_{r} D_{r}+A_{0}=a_{c}\left(e^{b_{c} \cos (2 \theta)}+e^{b_{c} \cos \left(2\left(\theta-90^{\circ}\right)\right)}\right)  \tag{5}\\
& +a_{r} e^{b_{r} \cos \left(2\left(\theta-\theta_{r}\right)\right)}+A_{0}
\end{align*}
$$

in which $a_{c,} a_{r \prime} b_{c}$ and $b_{r}$ determine the amplitude of the peak, and $b_{c}$ and $b_{r}$ determine the width of the peak. We used $A_{c}$ and $A_{r}$ to represent the amplitude of the curve, which was calculated in functions (2) and (4). $D_{c}$ and $D_{r}$ represent the curves after normalization, and $A_{0}$ represents the baseline of the curve, which is equal at all orientations. $\theta$ represents the preferred orientation and is the only variable ( 0 to $180^{\circ}$ ). $\theta_{\mathrm{r}}$ is the peak angle of the radial bias and was obtained by
averaging the radial angles of all pixels, which was not a predictor variable. The radial angle for each pixel was determined by retinotopic mapping or our estimation (SI Appendix, Fig. S3, described in Retinotopic Mapping below). All predictor variables $\left(a_{c}, a_{r}, b_{c}, b_{r}\right.$, and $\left.A_{0}\right)$ were restricted to values larger than 0 .

We mainly used adjusted $R^{2}$ to evaluate the fitting goodness:

$$
\begin{equation*}
\text { adjusted } R^{2}=1-\left(\frac{n-1}{n-v}\right) \frac{\sum_{k=1}^{n}\left(y_{k}-\wedge y_{k}\right)^{2}}{\sum_{n=1}^{n}\left(y_{k}-\bar{y}\right)^{2}} \tag{6}
\end{equation*}
$$

in which $y_{k}(k=1,2 \ldots, n, n$ represents the number of bins, which is 18$)$ is the original data values and $\bar{y}$ is the average of these values. $\wedge y_{k}(n=1,2 \ldots, n)$ is the values from fitting, $v$ is the number of predictor variables, which is 3 for the cardinal and radial models and 5 for the combined model. The adjusted $R^{2}$ adjusts for the number of predictor variables in the model, which makes it appropriate for comparing models with different numbers of predictors. Larger adjusted $R^{2}$ means better fitting. We also used the Akaike information criterion (AIC) and likelihood ratio test (LRT) to double-check the fitting goodness:

$$
\begin{equation*}
\mathrm{AIC}=-2 \mathrm{LL}(\text { model })+2 \mathrm{v} \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
\chi^{2}=2(\mathrm{LL}(\text { combinded model })-\mathrm{LL}(\text { cardinal or radial model })) \tag{8}
\end{equation*}
$$

where LL( ) represents the log-likelihood. For LRT, the test statistic $\chi^{2}$ followed an approximate $\chi^{2}$ distribution of degrees of freedom of difference in number of predictor variables. We tested at a level of significance $\alpha<0.05$. We used adjusted $R^{2}$ to compare the models fitted on both identical and different data. AIC and LRT were confined to compare the models fitted on identical data.

Random Control. To evaluate the potential systematic error in calculating the orientation distribution, we performed the same analysis on shuffled data (Fig. 3 $B$ and $E$ ). For each case, we calculated four new single-orientation maps by shuffling the orientation condition and pixel location of each pixel (i.e., the four orientation values for all the pixels were randomly shuffled). The same vector summation, distribution, and model analyses were then performed on the new shuffled dataset.

Retinotopic Mapping. Retinotopy of the imaged area was measured in 22 V1 cases and 18 V 4 cases. The mapping procedures were the same as those described in previous publications $(22,54)$. A single horizontal or vertical grating strip (typical width: $0.1^{\circ}$ to $0.2^{\circ}$, length: $30^{\circ}$ to $40^{\circ}$ ) was presented on the stimulus screen for 3.5 s , and V1 or V4 activation was imaged. The gratings within the strip were square-wave ( $\mathrm{SF}=1.5$ cycles/degree, duty cycle $=0.5$ ), oriented orthogonal to the strip, and drifted along the strip length at $8^{\circ} / \mathrm{s}$. Thus, the stimulus looked like a dashed line drifting along the vertical/horizontal direction. This procedure was repeated for different line locations until the entire imaging region was mapped (SI Appendix, Fig. S3D). The vertical line that activated the V1/V2 border was the VM, and the horizontal line that activated the conjectural ios (usually not in the field of view for V1 imaging) was the horizontal meridian. The retinotopy was then determined based on these activation maps. For cases in which retinotopies were not measured (V1: $n=26, \mathrm{~V} 4: n=20$ ), we created standard retinotopic maps to estimate their retinotopies. For V1 cases, we estimated the retinotopic location of each pixel according to its distances between the V1/V2 border and the sagittal suture (SI Appendix, Fig. S3G). For V4 cases, we estimated the retinotopic location of each pixel according to its distances between Is and the start point of ios (SI Appendix, Fig. S3H). Finally, maps of all cases were rotated and scaled to fit the standard maps.

Statistics. The Wilcoxon rank sum test was used to detect the differences between distributions at each orientation bin, and their pairwise $P$ values were adjusted by the Bonferroni method (e.g., Fig. $3 A$ ). We used repeated-measures ANOVA followed by Greenhouse-Geisser correction to determine whether orientation had a significant main effect on distribution (e.g., Fig. 3B) (11, 31). Two-way ANOVA was used to compare amplitudes of anisotropic components (factor one: cardinal vs. radial) and different conditions (factor two: e.g., V1 vs. V4 vs. shuffle), and their $P$ values of post hoc test were adjusted by the Bonferroni method. We compared values between components or conditions but did not mention any comparison between the two (e.g., $\mathrm{A}_{r} \mathrm{~V} 1$ vs. $\mathrm{A}_{c}-\mathrm{V} 4$ ) in the study. We also used paired, two-tailed $t$ tests followed by Bonferroni correction to compare the goodness of fits, amplitudes, and other values (e.g., SI Appendix, Fig. S4).

Data Availability. All single-case data (preprocessed), an example original dataset, and MATLAB code required to reproduce all figures are available at the Open Science Framework (DOI: 10.17605/OSF.IO/GS6CU).
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